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Abstract— In this article  one optimal control problem when 

the system behavior is described by linear fuzzy differential 

equations is considered. The conditions of its solvability are 

formulated, and the optimal time and optimal controls are 

obtained. 

Keywords— fuzzy mapping; Hukuhara derivative; time-

optimal control; linear; differential equation 

I.  INTRODUCTION  

Uncertainties in different scientific areas arise mainly from 
the lack of human knowledge. In many practical problems the 
uncertainties are not of statistical type. This situation occurs 
mainly in the case of modeling of the linguistic expressions 
appeared in different scientific areas because of dependence on 
human judgment. Also, the uncertainty in different 
measurements due to finite resolution and error of measuring 
instruments is in many cases more possibilistic than 
probabilistic, since, in many applications the measurements 
cannot be repeated.  

The theory of fuzzy sets introduced by L.A. Zadeh [1], 
allow us to easily model these non-probabilistic uncertainties. 
This fact justifies the increasing interest in theoretical and 
practical aspects of fuzzy set theory lately. The applications of 
fuzzy set theory can be found in many branches of science such 
as physical, mathematical and engineering sciences [2-10]. 
Recently there have been new advances in the theory of fuzzy 
differential equations, fuzzy integro-differential equations, 
differential inclusions with fuzzy right-hand side and fuzzy 
differential inclusions as well as in the theory of control fuzzy 
differential equations, control fuzzy integro-differential 
equations, control fuzzy differential inclusions, and control 
fuzzy integro-differential inclusions (see [6-24] and references 
therein). This made it possible not only to consider new types 
of equations, but also to formulate new optimal control 
problems. 

One of these problems - the time-optimal problem and the 
method for its solution are considered in this article. 

II. PRELIMINARIES 

Let R  be the set of real numbers and nR  be the n -

dimensional Euclidean space ( 2n  ). Denote by ( )nconv R  

the set of nonempty compact and convex subsets of nR .  

For two given sets , ( )nX Y conv R  and R  , the 

Minkowski sum and scalar multiple are defined by 

= { | , }X Y x y x X y Y+ +    and = { | }X x x X   . 

Consider the Hausdorff distance ( , )h    given by  

 ( , ) = min 0 | (0), (0) ,r rh X Y r X Y B Y X B  +  +   

where  (0) = |n

rB x R x r   is the closed ball with radius 

r  centered at the origin ( x  denotes the Euclidean norm).  

It is known that ( ( ), )nconv R h  is a complete metric space [8]. 

Let nE  be a family of all : [0,1]nu R →  such that u  

satisfies the following conditions: 

1) u  is normal, i.e. there exists 0

nx R  such that 0( ) 1u x = ; 

2) u  is fuzzy convex, i.e. for any , nx y R  and 0 1   

( )  (1 ) min ( ), ( )u x y u x u y + −  ; 

3) u  is upper semicontinuous, i.e. for any 0

nx R  and 0   

there exists 0( , ) 0x    such that 0( ) ( )u x u x  +  

whenever 0 0|| || ( , ), nx x x x R −   ; 

4) the closure of the set  : ( ) 0nx R u x   is compact. 

If nu E , then u  is called a fuzzy set, and nE  is said to 

be a space of fuzzy sets.  
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Definition 1.[5] The set  : ( )nx R u x    is called the 

 -level [ ]u 
 of a fuzzy set nu E  for 0 1  . The closure 

of the set  : ( ) 0nx R u x   is called the 0 -level 
0[ ]u  of a 

fuzzy set nu E . 

Theorem 1. [5,25] (Stacking Theorem). If nu E  then  

1) [ ] ( )nu conv R   for all [0,1]  ; 

2) 2 1[ ] [ ]u u
 

  for all 1 20 1    ; 

3) if { }k  is a nondecreasing sequence converging to 0,   

then 
1

[ ] [ ] k

k

u u




= . 

Conversely, if  : [0,1]A    is the family of subsets of 

nR  satisfying conditions 1) - 3) then there exists nu E  such 

that [ ]u A

=  for 0 1   and 
0

0

0 1

[ ]u A A

 

=  . 

Let nz R  and ( )z  be the fuzzy set such that 

( )
0

z z =   . 

We define the sum u v+  and the scalar multiplication u  

by      u v u v
  

+ = +  and    u u
 

 =  respectively, for 

every [0,1]  . 

Define : [0, )n nD E E →   by the relation  

   ( )
0 1

( , ) sup ,D u v h u v
 

 

= . 

Then D  is a metric in nE . Further we know that [6,8]: 

i) ( ),nE D  is a complete metric space, 

ii) ( ) ( ), ,D u w v w D u v+ + =  for all , , nu v w E , 

iii) ( ) ( ), ,D u v D u v  =  for all , nu v E  and R  . 

Definition 2.[6,8] A mapping : [0, ] nf T E→  is called 

continuous at point 0 [0, ]t T  provided for any 0   there 

exists 
0( , ) 0t    such that ( )0( ), ( )D f t f t   whenever 

0 0( , ), [0, ]t t t t T −   . A mapping : [0, ] nf T E→  is 

called continuous on [0, ]T  if it is continuous at every point 

0 [0, ]t T . 

Definition 3.[6,8] A mapping : [0, ] nf T E→  is called 

measurable on [0, ]T  if for any [0,1]   the multivalued 

mapping  ( ) ( )f t f t


 =  is Lebesque measurable. 

Definition 4.[6,8] A mapping : [0, ] nf T E→  is called 

integrably bounded on [0, ]T  if there exists a Lebesque 

integrable function ( )k t  such that ( )x k t  for all 

0 ( ), [0, ]x f t t T  . 

Definition 5.[6,8] An element 
ng E  is called an integral 

of : [0, ] nf T E→  over [0, ]T  if  
0

( )

T

g f t dt


=   for any 

 0,1  , where 
0

( )

T

f t dt  is the Hukuhara integral. 

Theorem 2.[6,8] If a mapping : [0, ] nf T E→  is 

measurable and integrably bounded then ( )f t  is integrable 

over [0, ]T . 

Theorem 3.[6,8] Let , : [0, ] nf g T E→  be integrable and 

R  . Then 

0 0 0

( ( ) ( )) ( ) ( ) ;

T T T

f t g t dt f t dt g t dt+ = +    
0 0

( ) ( ) .

T T

f t dt f t dt =   

Let , ,A B C  be in ( )nconv R . The set C  is the Hukuhara 

difference of A  and B , if B C A+ = , i.e. 
H

C A B= .  

Definition 6.[6,8] A mapping : [0, ] ( )nF T conv R→  is 

differentiable in the sense of Hukuhara at [0, ]t T  if for some 

0h   the Hukuhara differences ( ) ( ) ,
H

F t F t+   

( ) ( )
H

F t F t −   exist in ( )nconv R  for all 0 h    and 

there exists ( ) ( )n

HD F t conv R  such that  

1

0
lim ( ( ) ( )), ( ) 0H
t

H
h F t F t D F t−

 →

 
 +  = 

   

and 

1

0
lim ( ( ) ( )), ( ) 0H
t

H
h F t F t D F t−

 →

 
 −  = 

 

 

Here ( )HD F t  is called the Hukuhara derivative of ( )F   at t . 

Definition 7.[6,8] A mapping : [0, ] nx T E→  is called 

differentiable at [0, ]t T  if for any [0,1]   the set-valued 

mapping  ( ) ( )x t x t


 =  is differentiable in the sense of 

Hukuhara at point t  with ( )HD x t  and the family 

 ( ): [0,1]HD x t    defines a fuzzy set ( ) nx t E . 

If : [0, ] nx T E→  is differentiable at [0, ]t T , then we say 

that ( )x t  is the fuzzy derivative of ( )x   at the point [0, ]t T . 
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III.LINEAR CONTROL FUZZY PROBLEM 

Now, consider the control Cauchy problem 

0( ) ( ) ( ) ( ( )), (0) ,x t v t x t u t x x= + =                      () 

where :[0, ] [0,1]v T →  is a control, : [0, ] nT E →  is a fuzzy 

control such that 
nu R  and 1iu  , 1, ,i n=  

0

nx E . 

The fuzzy mapping ( , , )x v u  will be called the solution of 

the system (1) on the interval [0, ]T  corresponding to the 

controls ( )v   and ( )u   if it is continuously and satisfies system 

(1) almost everywhere on [0, ].T  

It is known [8], that the control problem (1) has a unique 

solution ( , , )x v u  on the interval [0, ]T  for all ( ),v   ( )u   and  

0 0 0

( ) ( ) ( )

0

0

( , , ) ( ( ))

t t s

tv s ds v s ds v d

x t v u e x e e u s ds

 


−  

= +           () 

We also note that any solution ( , , )x v u  of the system (1) 

has the following property: for all [0, ]t T , there always exist 

such a number ( , , ) 1a t v u   and the vector ( , , ) nb t v u R  that 

0[ ( , , )] ( , )[ ] ( , , )x t v u a t v x b t v u = +  for all [0,1]  .  

Definition 8. The set 
ny E  is homothetic to the set 

nx E  if there exist a number 0a   and a vector nb R  such 

that    y a x b
 

= +  for all [0,1]  . 

Consequently, the fuzzy set ( , , )x t v u  is homothetic to the 

fuzzy set 0 .x  

Let .n

Kx E  Suppose that fuzzy sets 0x  and Kx  are 

homothetic with parameters 1a   and nb R . 

Consider the following time-optimal problem (Problem 

A.): it is required to move the object ( , , )x v u  according to the 

system (1) from the initial set 0x  to the final set Kx  for the 

minimum time 0T  , so that ( , , ) Kx T v u x= . 

This problem is solvable in the class of constant controls. 

Theorem 4. If fuzzy sets 0x  and Kx  are homothetic with 

coefficients 1a   and nb R  then the optimal control 

problem A can be solved and the optimal time *T and optimal 

controls *v  and *u  will be  

max

* max

max

max

, 1,

ln( ), 1 and 1 ,

ln( )
, 1 and 1 ,

1

b a

a a a b
T

a b
a a b

a

=

  − 

= 


 − 
−

 

max*

max

max

0, 1,

1, 1 and 1 ,

1
, 1 and 1 ,

a

a a b
v

a
a a b

b

=


 − 
= 

−  − 


 

max

*

max

max

max

, 1,

, 1 and 1 ,
1

, 1 and 1 ,

i

i

i

i

b
a

b

b
u a a b

a

b
a a b

b


=




=  − 
−


 − 



  

where 1,..., ,i n=  max
1,

max i
i n

b b
=

= . 

Proof. Obviously, for some 0T  , [0,1]v   and nu R  

the following equality  

0

0

( )

T

vT vT v s

Ke x e e ds u x−+ =
 

must hold. 

As 0[ ] [ ]Kx a x b = +  for all [0,1]   then  

0

,

T

vT vT v se a e e ds u b−=  =                     (3) 

for all [0,1]  . 

Now we consider the following special cases. 

Case 1. Let 1a = , nb R . Then * 0v  . Consequently, 

we have Tu b= . Hence we have 
*

maxT b=  and 
*

max

i

i

b
u

b
 , 

1,i n= . 

Case 2. Let 1a  , nb R . First we take 1v  . By (3), we 

have     

0

,

T

T T se a e e ds u b−=  = . 

From here we get         , ( 1)T Te a e u b= − = . 

If 1a b−   then 
* ln( )T a=  and 

*

1

i

i

b
u

a


−
, 1,i n= . 

Now we consider the case when 1a b−  . Then we must 

take 0 1v   and there exists  1,...,j n  such that 1ju   

and 
maxjb b= . By (3), we have  

max

0

,

T

vT vT v se a e e ds b−= = . 

Consequently, 
* maxln( )

1

a b
T

a
=

−
 and 

*

max

1a
v

b

−
= . We 

substitute these values in (3) and get 
*

max

i

i

b
u

b
 , 1,i n= . 

The theorem is proved. 
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Now we consider the case when the fuzzy set 
Kx  is not 

homothetic to the initial fuzzy set 
0x . Obviously, the Problem A 

cannot be considered, since it will not have a solution. 

Therefore, further we will consider some other optimal control 

problems, but first we introduce some additional definitions. 

Definition 9. A fuzzy set 
ny E  is included in a fuzzy set 

nx E  if    y x
 

  for all [0,1]   and we write y x .  

Definition 10. A fuzzy set 
ny E  has a nonempty 

intersection with a fuzzy set nx E  if    y x
 

   for all 

[0,1]   and we write y x   .  

Now we consider some optimal control problems. 

Problem B: it is required to move the object ( , , )x v u  

according to the system (1) from the initial set 0x  to the final 

set Kx  for the minimum time 0T   so that 

( , , ) Kx T v u x   .  

This problem always has a solution and this problem was 

considered in [24]. 

Problem C: it is required to move the object ( , , )x v u  

according to the system (1) from the initial set 0x  to the final 

set Kx  for the minimum time 0T   so that ( , , ) Kx T v u x  

and ( ( , , ), ) minKD x T v u x → . 

This problem does not always have a solution. It has a 

solution if there is a fuzzy set 
ny E  that is homothetic to the 

initial fuzzy set 0

nx E  with coefficient 1a   and it is 

contained in
n

Kx E , i.e. 0 Ky ax b x= +  . Obviously, this is 

not always possible. If it is possible, then we construct this 

fuzzy set ny E  and then the problem is solved similarly to 

Problem A. 

Problem D: it is required to move the object ( , , )x v u  

according to the system (1) from the initial set 0x  to the final 

set Kx  for the minimum time 0T   so that ( , , ) Kx T v u x  

and ( ( , , ), ) minKD x T v u x → . 

This problem does not always have a solution. It has a 

solution if there is a fuzzy set 
ny E  that is homothetic to the 

initial fuzzy set 0

nx E  and it contains a fuzzy set
n

Kx E , 

i.e. 0 Ky ax b x= +  . Obviously, this is not always possible. If 

it is possible, then we construct this fuzzy set ny E  and then 

the problem is solved similarly to Problem A. 
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