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Abstract — In the paper some features of models and
algorithms of computer vision are presented. An
algorithm for training the neural network of object
recognition is proposed and described. The peculiarity of
the proposed approach is the parallel training of networks
with the subsequent selection of the most accurate. The
presented results of experiments confirm the effectiveness
of the proposed approach.
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1. INTRODUCTION

According to the level of modern technological
progress, more and more problems are solved using
neural networks. One such task is the task of computer
vision or computer identification, which is to identify
people, objects, and phenomena of various natures using
the camera of any device [1]. A key aspect of this task is
the selection of the most accurate neural network
training algorithm. Of particular interest is the
identification of objects in real time.

In recent years, computer vision has become a key
technology in many areas of science, technology,
engineering, society as a wholelt is impossible to
imagine the automation of industrial production without
the use of computer vision technology for quality
control and simplification with an increase in the
accuracy and quality of technological processes.

It is quite informative to get acquainted with the
history, development and current state of the issue of
theoretical and applied aspects of computer vision
technology, for example, in works where, together with
a description of the mathematical apparatus, all other
components of computer vision systems integral to the
development and operation are shown quite fully. The
theoretical aspects of processing visual data are
considered using a large number of examples from
practical problems [2—8]

Along with classical topics — description of scene
images and pattern recognition, Bayesian classification,
pattern matching, camera calibration and perception of
three-dimensional scenes, the books deal with the issues
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of image databases and systems of virtual and
augmented reality, image search based on content,
image segmentation, three-dimensional models,
recognition of objects in images based on models.
Examples of applications in industry, medicine, land
use, multimedia and computer graphics are given.

Thus, the combination of mathematical apparatus in

combination with computer technology and the
development of appropriate software for solving
problems of computer vision and computer

identification is an urgent problem today.

II. MAIN PART

In the world and national practice of designing and
developing computer vision systems, a three-level
sequence of research has been selected. This
architecture is based on a bionic approach to the human
perception process [9-12].

Within the framework of this architecture, images
go through three stages of transformations: low,
medium and high. In this case, the following tasks are
sequentially solved in the indicated order:

In general, the process of creating a recognition
algorithm can be represented in the form of the
following sequential operations: scanning followed by
transformation of the original object; extraction of
representative parameters of the object from the data
stream; identification of the object according to the
selected classification criteria.

1) input of information, i.e. obtaining an image of
the working scene using sensors;

2) 1image preprocessing using noise suppression
techniques;

3) segmentation, i.e. highlighting one or more scene
objects of interest in the image;

4) description, i.e. determination of the
characteristic parameters of each object necessary for
its selection on the scene;

5) recognition, or identification, of an object, i.e.
establishing it belonging to a certain class;
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6) interpretation, i.e. identifying the belonging of an
object to a group of recognizable ones or compiling the
semantics of a scene.

The intensive development of the technical
capabilities of computer technology (large memory,
high-bandwidth ~ communication  channels, and
multimedia computer systems) made it possible to
develop, create and process arrays of large databases,
including image databases.

Modern video systems make it possible to

implement the initial stage of classification quite well.

The problem of detecting the desired characteristic
features of objects in images and video of the scene of
observation is an important applied problem and
represents the relationship of two classification
problems, namely, the segmentation of the object as a
whole, and the recognition of the class to which the
object belongs. At the moment, there are many
approaches and  developments, methods and
technologies for solving segmentation and recognition
problems. Segmentation is a problem that is addressed
at the middle and upper levels of the three-tier
architecture of the computer vision system. At the same
time, recognition remains a priority task only at the top
level of this architecture. Segmentation tools include
methods of grouping, clustering, classifying and
categorizing pixels, lines and regions (patterns). Most
of them are based on the principle of the feature
approach, when a predetermined set of features is
measured and the structural elements are divided into
groups. Segmentation at the upper level of the computer
vision system is more aimed at measuring the
relationship between previously identified structural
and geometric elements, which are used along with
features. At the top level of the computer vision system,
solving the segmentation problem is more focused on
recognition than just dividing into groups.

At the same time, the process of fixing its key
characteristics in the data stream about the object of
classification remains quite important. For this purpose,
in our studies, we have proposed and successfully
implemented an algorithm for the principal component
analysis method (PCA) in the classical formulation of
Pearson about the problem of approximating a finite set
of data in the absence of a hypothesis of their statistical
distribution. The statistical PCA method is determined
by a linear transformation, which allows you to
transform a stationary stochastic process, represented
by the original vector, into a vector using a matrix at
K <N so that the resulting reduced size space
preserves the most important information about the
original data of the object. Maximum variance taking
into account their deviations, namely, the first
independent component determines the direction in
which the maximum possible deviation is recorded, the
second independent component determines (in the flow
orthogonal subspace) the direction of the maximum
variance, etc. Thus, the transformation by the PCA
method allows replacing a large amount of information
mutually correlated input data, a set of statistically
independent components taking into account their
significance.In communication (coding) theory, this
method is known as the Karjunen-Leve transformation,
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which allows compression with loss of information
[13].

It is known that a neural network is a
multidimensional function whose arguments belong to
the space of the domain of definition, and the result to
the space of the domain of values. Components - a set
of neurons, perform the operation of summing signals
coming from other neurons that have gone through the
corresponding transformation. In the general case,
dependencies are approximated that are functions of
many arguments, where the sum of functions is
performed, each of which is a function of only one
argument. The Hecht-Nielsen theorem generalized the
Kolmogorov-Arnold theorem that any continuous
function of many variables f (x;, X5, ..., X, ) can always
be represented as a sum of continuous functions of one
variable and approximated using a two-layer neural
network with lines complete connections with n
neurons of the input layer, (2n +1) neurons of the
hidden layer with previously known limited activation
functions) and m neurons of the output layer with
unknown activation functions [14]. Also, when
creating a neural network, an important task is to find
the optimal size of the network - such a number of
hidden layers and neurons in the layers that will give a
minimum of generalization error. In our case, two
approaches were used: theoretical - the result of the
Arnold-Kolmogorov and Hecht-Nielsen theorems,
practical, where the dependences of learning and
generalization errors on the size of the neural network
were used, and the optimal value corresponds to a local
minimum.

The required number of neurons in the hidden layers
according to the theorems of Arnold-Kolmogorov and
Hecht-Nielsen was determined by the formula [15]:

NyQ
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where N, — dimension of the output signal y, Q —
number of training examples, N, — the required number

of synaptic connections, K = (N& + 1) (Nx + N, + 1),
X
N, — dimension of the input signal x.

According to the Hecht-Nielsen theorem, sigmoidal
transfer functions with adjustable parameters are used
in neural networks for both the first (hidden) and
second (output) layers.

Having estimated the required number of synaptic
connections N, using formula (1), the required number
of neurons in the hidden layers was calculated, which is
equal to:
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A fairly large number of applied software
developments are known that implement the concept of
a neural network algorithm, which allows a wide range
of tasks.

The developed identification algorithm can be
divided into two parts: the choice of model and the
identification process. In turn, part of the model
selection consists of pre-processing the data, training the
models, selecting and saving the required model. Under
pre-processing of data we understand preparation of a
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set of photos of necessary subjects with the subsequent
sorting on folders with the name of a subject. The next
stage is the learning process that takes place in parallel.
The use of parallel calculations speeds up the production
of trained models by 67%. After receiving the trained
models, the required model is selected and saved. The
selection criterion is the accuracy of identification. The
selection is made automatically by the software or by an
expert or a group of experts. The saved model is loaded
into the appropriate item identification software. A
feature is the ability to use an already saved model
without prior training. A prerequisite for using the
software is a connected camera. The image read from
the camera is transmitted to the identifier for further
identification. The result is a corresponding message
identifying the item with the percentage of compliance.
A feature of the described software is network training
on all known models in parallel. Schematically

described above, the software algorithm can be
presented in the following form (Fig. 1):
Data pre- Camera
processing
Y Y
Learner Identification
VVVVVYY
Model choose v
Result
Y
Save model
Part 1 Part 2
Figure 1. Objects identification algorithm

III.COMPUTER SIMULATION RESULTS

During the computer experiment, the identification
of 2 objects was studied: a pen and glasses. The input
data set consisted of 300 photographs of each object.
The process of learning and choosing a model lasted 5
minutes 47 seconds. Of all the models, the classification
tree and fine tree were the most accurate. The
identification results are presented in the following
figures (Fig. 2—4):

Figure 2. Computer simulation results
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Figure 3. Computer simulation results

Figure 4. Computer simulation results

IV. CONCLUSION

Thus, we can conclude that the use of mathematical
apparatus in combination with modern information
technology can effectively solve the problem of object
recognition. developed software with the proposed
algorithm using parallel computing technologies
accelerates the total training time of the network by
58%.
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