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Abstract –   In today's world, we often see governments 
introduce green laws that are actively advertised and 
promoted to the public. There is active promotion of the 
green agenda: They create comfortable conditions for 
electric car manufacturers, provide benefits for the 
purchase and use of electric cars to citizens, create and 
develop alternative ways of generating electricity instead of 
rough heating at thermal power plants, introduce 
standards for car exhaust emissions that limit 
manufacturers in production, try to get rid of factories that 
emit significant amounts of harmful substances into the air 
by moving them to other countries (Asian countries), 
leaving only collection workshops or enterprises whose 
impact is not significant within their country. All of this is 
done in order to improve air quality in their own country. 
Although all these changes often seem unnecessary or even 
harmful to the population and economy, what is the actual 
result of such actions? This paper presents an analysis of 
the air composition over the past 50 years, which proves the 
correctness of the decisions made. It also discusses possible 
trends in the growth of harmful substances in the air and 
why they did not materialize. 

Keywords – green law; the Air Quality Index; Ecological 
Footprint; natural resources; the Extreme Gradient 
Boosted Decision Tree 

I. INTRODUCTION 

The impact of external factors on air quality is largely 
the direct responsibility of people. Given the trends of 
recent decades, people are increasingly thinking about the 
feasibility of certain laws, projects or measures to 
improve air quality and reduce emissions of harmful 
substances into the atmosphere. By finding the extremes 
of the Air Quality Index (AQI) and comparing them with 
the years when certain green measures were introduced, 
we can clearly answer the question of the feasibility and 
effectiveness of these measures. 

In recent years, governments worldwide have 
increasingly embraced green laws aimed at mitigating 
environmental degradation, particularly air pollution. 
Despite skepticism and concerns regarding economic 
implications, this paper conducts a comprehensive 
analysis of air composition over the past five decades to 
evaluate the efficacy of such policies. 

The study reveals a discernible improvement in air 
quality, attributed to a range of legislative measures 
promoting sustainable practices. These include 
incentivizing electric vehicle adoption, stringent 
emissions standards for automobiles, and transitioning to 
alternative energy sources. Furthermore, the relocation of 
pollutant-emitting industries to regions with lax 
regulations has notably reduced domestic air pollution. 

By examining historical trends and utilizing empirical 
data, this paper identifies the effectiveness of green laws 
in curbing harmful emissions. Contrary to fears of 
economic strain, the findings demonstrate that 
prioritizing environmental conservation can yield 
tangible benefits, including improved public health and 
enhanced quality of life. Additionally, the analysis offers 
insights into potential future trajectories, highlighting the 
sustainability of current policies in maintaining air 
quality standards. 

II. METHODS OF SOLVING 

Since this work involves time series, well-structured 
data is essential. No ready-made data frames were found 
in the public domain, but monitors for individual 
substances were provided that were well structured by 
year. After analysing the data from sources [6] and [7], 
several files were identified that were suitable for 
converting into a single data set that could be processed 
by machine learning methods.  

Each file had a lot of information about the countries: 
code, monitor types, etc. Therefore, the data was 
converted to the form 'Country + Year_1970 + ... + 
Year_2021'. This resulted in 3 samples of size 30x53. 
Later, using the obtained data frames, 4 samples were 
formed, which corresponds to the air quality index. 

Since no reliable data on the air quality index for 
European countries were found, it was decided to 
generate it manually. Using a data frame of air quality 
index data from India [5], the XGBoost method was 
trained to predict the AQI using regression. This model 
was later used to calculate the AQI for European 
countries, which resulted in a sample size of 4. 
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MinMaxScaler doesn’t reduce the effect of outliers, 
but it linearly scales them down into a fixed range, where 
the largest occurring data point corresponds to the 
maximum value and the smallest one corresponds to the 
minimum value (Equation 1). 

𝑋𝑋_𝑠𝑠𝑠𝑠𝑠𝑠 =  (𝑋𝑋 −  𝑋𝑋.𝑚𝑚𝑚𝑚𝑚𝑚(𝑎𝑎𝑎𝑎𝑚𝑚𝑠𝑠
= 0)) / (𝑋𝑋.𝑚𝑚𝑎𝑎𝑎𝑎(𝑎𝑎𝑎𝑎𝑚𝑚𝑠𝑠
= 0) −  𝑋𝑋.𝑚𝑚𝑚𝑚𝑚𝑚(𝑎𝑎𝑎𝑎𝑚𝑚𝑠𝑠 = 0)) 

𝑋𝑋_𝑠𝑠𝑠𝑠𝑎𝑎𝑠𝑠𝑠𝑠𝑠𝑠 =  𝑋𝑋_𝑠𝑠𝑠𝑠𝑠𝑠 ∗  (𝑚𝑚𝑎𝑎𝑎𝑎 −  𝑚𝑚𝑚𝑚𝑚𝑚)  +
 𝑚𝑚𝑚𝑚𝑚𝑚, 

(1) 

where min, max = feature_range. 

This estimator scales and translates each feature 
individually such that it is in the given range on the 
training set, e.g. between zero and one. 

In this paper, this was used to bring the numerical data 
on the same parameters used to calculate the AQI to a 
single data range; this ensures that the model trained on 
one data set can be used correctly with new data on other 
countries. 

XGBoost [8] uses Newton-Raphson Method in 
function space, unlike gradient bousting which works as 
gradient descent in function space, the loss function uses 
second order Taylor series to relate to Newton-Raphson 
method. 

A general view of the non-regularised XGBoost 
algorithm: 

− Input: training set {(𝑎𝑎1,𝑦𝑦𝑖𝑖)}𝑖𝑖=1𝑁𝑁 ,
− differentiable loss function 𝐿𝐿�𝑦𝑦,𝐹𝐹(𝑎𝑎)�,
− number of weak learners 𝑀𝑀,
− learning rate 𝑎𝑎.

Algorithm: 

1. Initialise the model with a constant value
(Equation 2):  𝑓𝑓(0)(𝑎𝑎) = arg min

𝜃𝜃
∑ 𝐿𝐿(𝑦𝑦𝑖𝑖 ,𝜃𝜃)𝑁𝑁
𝑖𝑖=1

2. For 𝑚𝑚 = 1 to 𝑀𝑀:

3. Calculate the "gradients" and "hessians"
(Equation 3):

𝑔𝑔�𝑚𝑚(𝑎𝑎𝑖𝑖) = �
𝜕𝜕𝐿𝐿�𝑦𝑦𝑖𝑖 ,𝑓𝑓(𝑎𝑎𝑖𝑖)�

𝜕𝜕𝑓𝑓(𝑎𝑎𝑖𝑖)
�
𝑓𝑓(𝑥𝑥)=�̂�𝑓(𝑚𝑚−1)(𝑥𝑥)

. 

ℎ�𝑚𝑚(𝑎𝑎𝑖𝑖) = �
𝜕𝜕2𝐿𝐿�𝑦𝑦𝑖𝑖 , 𝑓𝑓(𝑎𝑎𝑖𝑖)�

𝜕𝜕𝑓𝑓(𝑎𝑎𝑖𝑖)2
�
𝑓𝑓(𝑥𝑥)=�̂�𝑓(𝑚𝑚−1)(𝑥𝑥)

. 
(3) 

4. Fit a basic/weak learner using the training set

�𝑎𝑎
𝑖𝑖,−𝑔𝑔

�𝑚𝑚�𝑥𝑥𝑖𝑖�
ℎ�𝑚𝑚�𝑥𝑥𝑖𝑖�

�
𝑖𝑖=1

𝑁𝑁

, by solving the following

optimisation problem (Equation 4): 

𝜙𝜙�𝑚𝑚 = arg min
𝜙𝜙∈𝛷𝛷

�
1
2ℎ
�𝑚𝑚(𝑎𝑎𝑖𝑖) �−

𝑔𝑔�𝑚𝑚(𝑎𝑎𝑖𝑖)
ℎ�𝑚𝑚(𝑎𝑎𝑖𝑖)

𝑁𝑁

𝑖𝑖=1

− 𝜙𝜙(𝑎𝑎𝑖𝑖)�
2

 . 

𝑓𝑓𝑚𝑚(𝑎𝑎) = 𝛼𝛼𝜙𝜙�𝑚𝑚(𝑎𝑎) . 

(4) 

5. Model update (Equation 5):

𝑓𝑓𝑚𝑚(𝑎𝑎) = 𝑓𝑓(𝑚𝑚−1)(𝑎𝑎) + 𝑓𝑓𝑚𝑚(𝑎𝑎) . (5) 

6. Result (Equation 6):

𝑓𝑓(𝑎𝑎) = 𝑓𝑓(𝑀𝑀)(𝑎𝑎) = � 𝑓𝑓𝑚𝑚(𝑎𝑎)
𝑀𝑀

𝑚𝑚=0

 . (6) 

III. EXPERIMENTS

Let's review the results that provide valuable visual 
representations of changes in substance concentrations 
over time, serving as important tools for analyzing air 
quality trends and evaluating the effectiveness of 
environmental policies and measures. Further analysis of 
these graphs, in conjunction with the estimated AQI data, 
can yield deeper insights into the dynamics of air 
pollution and the impacts of regulatory measures. 

Figures 1, 2, 3 show graphs of changes in the content 
of these substances in the air each year in the range from 
1970 to 2021. 

Figure 1. Change in CO2 per country 

Figure 2. Change in N2O per country 
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Figure 3. Change in CH4 per country 

IV. RESULTS 

At this stage, all the objectives were achieved, except 
for the construction of a sample with events that could 
affect the change in the air quality index. In general, some 
information about large countries has been collected, but 
it has not yet been structured and brought to the form of 
a sample.  

However, the XGBoost machine learning method has 
now been implemented, with the model trained on 
alternative data (a sample with data on the content of 
certain harmful substances in the air and a reliable 
indicator of the air quality index). This approach allowed 
the model to be trained on real data, which made it 
possible to calculate the air quality index for each time 
series in European countries with an accuracy of 98%. 
We also processed a significant amount of data, which 
allowed us to collect, normalise and make available for 
analysis data on the air content of 3 harmful substances 
over the past 52 years.  

The data was structured and illustrated with the help 
of graphs; this allows for a quick assessment of the 
extremes of both individual substances and the air quality 
index itself.  

Given the results, this study can be used as a basis for 
the following research: 

• It is possible to collect additional data for the
time period corresponding to the one chosen in the study 
and conduct a more accurate analysis of the impact of 
certain substances on the air quality index. 

• New approaches to solving the regression
problem and predicting the growth or decline of the 
predicted value in the future can be tested on these 
samples.  

• Since the impact of human activities on air
quality change has not been previously assessed using 
machine learning methods, this work provides an impetus 
for the development of this topic.  

This study also confirmed the opinion of other authors 
about the effectiveness of the machine learning method 
called XGBoost. Taking into account the positive 
experience of other authors, most of whom in modern 
studies note the high efficiency and accuracy of the same 
algorithm, it was used as a prototype in this study. The 
fact of its effectiveness was confirmed, as we managed to 
achieve high accuracy rates on both training and 
validation data. We were also pleased with the ease of use 
and additional customization of the algorithm 
architecture: there are many libraries that allow 

calculating accuracy metrics for the regressor or classifier 
based on the chosen algorithm; it is possible to combine 
it with other popular algorithms; the training time for 
prediction is also satisfactory. 

V. CONCLUSION

The data on the content of harmful substances in the 
air was collected. To be able to work with them using 
machine learning methods, all data was brought to a 
single standard and format. In addition, a new unique 
sample was created, containing air quality indices for 
each country in the time period from 1970 to 2021. This 
indicator is calculated with an accuracy of 97% or an 
absolute deviation of 11 conventional units in the range 
of values from 0 to 489.  

A way to estimate the air quality index was proposed 
using a rather interesting approach: knowing the exact 
level of the air quality index in Indian cities, and having 
information on the content of all the substances 
considered in the paper, the XGBoost Regressor model 
was trained, which took into account only the parameters 
used in the analysis of European countries (although there 
were others in the sample) and showed an accuracy of 
97% in calculating the AQI. Later, the data for European 
countries were brought to a similar numerical range as for 
Indian cities, which allowed the same model to be used to 
calculate the AQI for the selected countries. This 
approach provided a new sample of data, which was so 
lacking for the study.  

Having evaluated the graphs obtained during the tests, 
we can say that the model estimated the AQI well, as for 
most countries the same dynamics can be clearly 
observed in the graphs of substance content and air 
quality level in pairs. 
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