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Abstract – AI investment world trends analysis in 
scope based on venture investments timeline by domain 
visualization and researches proves that not all AI-agent 
development projects are successful. The current paper 
describes an AI-agent performance analysis approach 
based on LLM-specific metrics and scenario-specific 
metrics. The AI-agent for highlights generation is in focus 
as an object of performance analysis. 
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I. INTRODUCTION

Generative artificial intelligence chatbots based on 
LLM (large language model) popularity increased 
awareness about its usage possible advances among 
stakeholders all over the world.  

Academic researches [1] emphasize on prospects of 
its application for data processing related automations. 
When social media [2] call it “anything tool” and 
discuss its perspectives on different human work 
automation.   

On the other hand, following Organization for 
Economic Cooperation and Development (OECD) AI 
statistics about worldwide venture investments in AI the 
peak was in 2021 and it covered all investigate domains 
including [3]:  

• Education and training

• Digital security

• Logistics, wholesale and retail

• Robots, sensors, IT hardware

• Financial and insurance services

• Business processes and support services

• Media, social platforms, marketing

• IT infrastructure and hosting

• Healthcare, drugs and biotechnology

• Mobility and autonomous vehicles

• “Other” as separate category uncovered above

Figure 1.  Venture capital investmens into AI by domains years trend 
in million dollars [3] 

Since 2022 worldwide venture investments volume 
decreased, which can be partially explained by the 
ongoing Russo-Ukrainian War. But the trend of 2023 
showed that all domains except  “Media, social 
platforms, marketing” and “IT infrastructure and 
hosting” are getting less and less investments getting 
back to the level of 2020. Worth mentioning that yearly 
venture investments by years is a high-level metric, 
specifying only investments into new businesses and 
projects. 

Considering the high complexity and the risks of 
each software development project involving LLM 
usage [4] possible key root cause of the investments 
volume decrease, a consequence of lower interest in 
starting new projects, may be back in 2021 initiated 
projects failures.   

Among other reasons, there is a problem of the 
performance evaluation of the selected LLM used inside 
the designed AI agent application. There are four 
aspects of performance in this context:  
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• Ability to resolve specific task

• Ability to follow respond in required time
boundaries

• Ability to be hosted in bounds of pre-
calculated hardware resources

• Ability to serve the required number of
users following functional and non-
functional system requirements

The current paper is focused on the problem of an 
autonomous LLM as a component of AI agent 
performance metrical measurement in the context of a 
single specific prototype created for text summarization. 

II. DETAILED PROBLEM DEFINITION

As an example of an AI-agent for performance 
analysis let’s consider REST API behind the application 
for highlights generation described in detail in the 
separate article [5]. 

From the architecture point of view, the application 
is a wrapper around the self-hosted LLAMA 2 model. 
Briefly about its functionality:  

1. Agent cuts the full text of the application into
paragraphs

2. Each paragraph text got sent to LLM with an
inbuild prompt to LLAMA 2

3. The output of the prompt got analyzed using
text algorism and sent back to LLAMA 2 with
another prompt

4. Steps 2 – 3 repeated for the chain of prompts

5. Final output got recorded into the document
with the original full text of the article as a
highlight

LLM performance analysis in context of this 
prototype has 3 dimensions of metrics related to:  

1. Model ability to serve specific generalized tasks

2. Scenario-focused functionality – evaluating the
quality of the output

3. Hardware resource consumption by self-hosted
LLM

4. Multithread usage of the agent by multiple users
simultaneously

III. RESEARCH RESULTS

Let’s review some of the most relevant approaches 
to each of these dimensions that are most relevant to the 
mentioned AI agent and design several more specific 
metrics.  

A. Model ability to serve specific generalized tasks
Unlike early limited neural language models

(NLMs) modern transformer-based neural language 
models contain many more parameters and are 
pretrained on the large amounts of data. These modern 
task-agnostic systems are referenced as LLMs (large 
language models). [6] 

The problem with LLMs is that technically each of 
them can be used to resolve any text generation/analysis 
task. But a rich variety of available models has different 
architecture and different strong and weak sides. There 
are already academically described multiple examples of 
AI-agent development projects that failed because of 
wrong model selection. [7] 

So, on the system design level the most suitable one 
should be selected based general tasks list inherited from 
the functional and non-functional requirements of the 
system.  

In the context of highlights generating application, 
we can specify LLM capabilities used to resolve this 
task: 

• Comprehension related

o Text summarization

o Text simplification

o Reading comprehension

• Knowledge utilization

o General world knowledge 
reference

o Ability to use attached text
resources

• Emergence related:

o Common sense logical reasoning

o In context learning

Understanding the scope of tasks to the cover 
optimal model can be selected by collecting metrics that 
will give each of the alternative LLMs a score. [8] To 
collect such metric steps below should be followed: 

1. Select/design datasets relevant to the listed
general tasks resolution

2. Apply data set to collect specific metrics in the
context of each selected data set

3. Apply exactly same datasets and metrics
collection techniques to alternative LLMs

There are publicly available “leaderboards” 
containing some most popular models in the context of 
metrics. For example, a board from “Artificial Analysis” 
platform [9]. However, using this data for research or 
commercial project is a high risk because the 
specification of process and raw data for calculating 
specific metric for specific model is not publicly 
available and consequently can’t be fully trusted.  

Moreover, each dataset unitization generates 
additional exclusive metrics that are not published at all 
for simplification. 

Datasets most relevant to highlights generation AI-
agent tasks mentioned above:  

• MMLU [10] to assess general knowledge
and problem-solving ability

• TriviaQA [11] to check Wikipedia
knowledge high-quality access
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• RACE [12] reading comprehension quality
verification

• HellaSwag[13] accessing commonsense

• TruthfulQA [14] for common
misunderstanding verification during text
summarization and simplification

Most relevant metrics: 

• GLUE score [15] for verification of logical
reasoning using attached text and context
learning

• ROUGE [16] summarization tasks
evaluation

• Fluency – human-measured metric to
measure clarity of the LLM answer

B. Scenario focused functionality
LLM utilization libraries allow to use alternative

models once they are formatted properly without system 
redesign and even major configuration changes.  

In the scope of scenario-based verification in the 
context of highlight generation AI-agent two aspects 
should be measured:  

1. Answer generation time

2. Answer quality

For this purpose, should be designed a set of
paragraphs with human written correct summaries. 
Initial should be created manually, possibly extended 
using potentially most suitable model and then verified 
by humans. Then use it for analysis:  

1. Using an automated test each such paragraph
should be summarized by the AI-agent using
alternative LLMs.

2. Compare the quality of each answer using text
algorithms compared to correct human-written
one and measure processing time.

3. Use processing time in seconds of each answer
in seconds by percentiles for aggregating
statistics for all answers by specific LLM and
the same for quality % percentile

4. Based on collected statistics select most suitable
model.

C. Hardware resource consumption by self-hosted
LLM
As mentioned in section B. run the AI-agent using

an alternative model and using a hardware metrics 
monitoring agent like Telegraph to measure server-side 
performance metrics mentioned below. Store metrics in 
time series database like influx and the visualize the 
timeline using visualization tool like Grafana.  

Metrics to measure that are mostly consumed by 
LLMs: 

• Available CPU %

• Available RAM in megabytes

• Read/Write disc time % usage

Once monitoring is configured the test mentioned in 
section B can be executed and hardware metrics 
collected during periods of those tests can be compared 
as visualized timelines.  

The model consuming the least RAM, CPU and disk 
time will be the best alternative as most efficient and 
cheap for hosting. 

D. Multithread usage of the agent by multiple users
simultaneously
Using the scenario designed in the scope of section

B run a multithread test and monitor hardware metrics 
as explained in section C. 

But for the current highlight generation task on the 
current stage of development that was impossible to 
perform, because a single threaded run occupies 100% 
of CPU time. As is parallel process run leads to failure 
which shows prospects of optimization.  

IV. CONCLUSION

Venture investment statistics clearly demonstrated, 
that not all domains that started to utilize LLM-based AI 
were able to keep their investors.  

Multiple researches show that not all domains AI 
utilization kept the phase of growing after GPT 3 first 
release. This makes the problem of LLM-based AI-
agents performance analysis worth attention. 

The analysis should be conducted: 

1. On the stage of design, to determine the best
alternative LLM using general tasks specific
metrics

2. On the stage of user acceptance testing, to
collect metrics relevant to the specific scenario
of AI agent usage.

The result of the work is determined process of 
performance analysis in the context of the specific AI-
agent designed for highlights generation.  

Implementation of such analysis with raw data 
collection and description is in the scope of further 
publications. 
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